appendix a CRC implementation

Although the requirement to perform multiple {modulo-2) divisions to
compute a CRC may appear to be relatively complicated, in practice it can
be done quite readily in either hardware or software. To illustrate this, 2
hardware implementation of the scheme used in Figure 6.22 is given in
Figuré Al(a).

In this example, since we are to generate four FCS digits, we need only a
4-bit shift register to represent bits %, &%, x', and »” in the generator polyno-
mial. We often refer to these as the active bits of the generator. With
this generator polynomial, digits > and »” are binary 1 while digits x* and x'
are binary 0. The new states of shift register elements x' and »* simply take
on the states of & and &' directly; the new states of elements ¥’ and x* are
determined by the state of the feedback path exclusive ORed with the
preceding digit.

The circuit operates as follows. The FCS shift register is cleared and the
first 8-bit byte in the frame is paralle}-loaded into the PISO transmit shift reg-
ister. This is then shifted out to the transmission line, most significant bit first,
at a rate determined by the transmitter clock TxC. In time synchronism with
this, the same bitstream is exclusive-ORed with x* and passed via the feedback
path to the selected inputs of the FCS shift register. As each subsequent 8-bit
byte is loaded into the transmit shift register and bit-serially transmitted to
line, the procedure repeats. Finally, after the last byte in the frame has been
output, the transmit shift register is loaded with zeros and the feedback con-
trol signal changes from 1 to 0 so that the current contents of the FCS shift
register — the computed remainder — follow the frame contents onto the
transmission line,

In Figure A.1(a) the contents of the transmit and FCS shift registers
assume just a single-byte frame (N = 1}, and hence correspond to the earlier
example in Figure 6.22. In the figure the contents of both the transmit and
FCS shift registers are shown after each shift (transmit clock) pulse. The
transmitted bitstream is as shown in the hashed boxes.

The corresponding receiver hardware is similar to that used at the trans-
mitter, as shown in Figure A.1{b}. The received data (RxD) is sampled
(shifted) into the SIPQ receive shift register in the centre (or later with
Manchester encoding) of the bit cell. Also, as before, in time synchroniza-
tion with this the bitstream is exclusive-ORed with x* and fed into the FCS
shift register. As each 8-bit byte is received, it is read by the controlling
device. Again, the contents shown are for a frame comprising just a single
byte of data.
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Figure A.1 CRC hardware implementation schematic: (a) CRC
generation; (b) CRC checking.
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{b)

~———— FCS SR

RxD
RxC ~——— Receive SR
—
Paralle! read
PN}
Receive SR [shift register) FCS SR
RxC | RxD
sb msb| 20 | x' 3
0 1 olo|ofo|0ojOo|0O}O|0O(0]0]0O
1 1 1 1101010
2 1 111 111700
3 o] 11111 11 [V ]0
4 o jo|1 1|1 O|1i1 ]
5 1 clo|t|1 |1 1104110 Time
o 1 1{olof1}1 1 1111071
7 4] 11 i0lOob1 1141 oflrv |1 |1
8 o toflrirvjoloqi{rfr{v|oO}1 |0
Byte read by
4 ! controlling device 01110}
10 H olot1 |1
11 0 olo|0]0O
| 12 0(0]0]0
SIPO = serigkin, parallekout Remainder = O

Figure A.1 Continued.

The hardware in Figure A.1 is normally incorporated into the transmis-
sion control circuits associated with bit-oriented transmission. In some
instances, however, a CRC is used in preference to a block sum check with
character-oriented transmission. In such cases, the CRC must normally be
generated in software by the controlling device rather than in hardware. This
is relatively straightforward as we can see from the pseudocode in Figure A.2.
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{Assume ¢ preformatied frome to be transmitted fincluding o zere byte af s tail) or o received frane
is stored in a byte amay bufi{1.. count]. Als that the 8 active bits of a 9bit divisor are stored in the

mostsignificant 8 bits of a 16-bit integer CRCDIV. The following function will compute and return the
8bit CRC}
function CRC : byte;
var i, | . integer;
data © inleger

begin  data = bulf[ 1] shi 8;

for j := 2 to count do
begin
data := doto + buff [{];
fori:=118 do

if lidata and $8000) = $8000) then
begin data := data shll;

data := data xor CRCDIV: end
else  dato ;= dato shl 1:

end:

CRC = data shr 8;
end,

Figure A.2 Pseudocode for the computation and checking of an 8-hit
CRC.

The code assumes an 8-bit generator polynomial (divisor) and that the
preformatted frame - STX, ETX, and so on - is stored in an array. The same
code can be used for CRC generation and checking; for generation the array
will contain a byte/character comprising all zeros at its tail.



appendix b Forward error control

B.1 Introduction

With an automatic repeat request (ARQ) error control scheme, additional
check digits are appended to each transmitted message (frame) to enable the
receiver to detect when an error is present in a received message, assuming
certain types of error. If an error is detected, additional control procedures
are used to request another copy of the message. With forward error control
{FEQC), sufficient additional check digits are added to each transmitted mes-
sage to enable the receiver not only to detect the presence of one or more
errors in a received message but also to locate the position of the error(s).
Furthermore, since the message is in a binary form, correction is achieved
simply by inverting the bit(s) that have been identified as erroneous.

In practice, the number of additional check digits required for error cor-
rection is much larger than that needed for just error detection. In most
applications involving terrestrial (land-based) links, ARQ methods similar to
those described in Chapter 6 are more efficient than FEC methods, and hence
are the most frequently used. Such methods rely on a return path for acknowl-
edgment purposes. However, in most entertainments applications, a return
path is simply not available or, even if one was available, the round-trip delay
associated with it may be very long compared with the data transmission rate of
the link. For example, with many satellite links the propagation delay may be
such that several hundred megabits may be transmitted by the sending station
before an acknowledgment could be received in the reverse direction. In such
applications, FEC methods are used. The aim of this appendix is to give an
intro luction to the techniques most widely used with FEC methods.

B.2 Block codes

An example of a block code is the Hamming single-bit code. In practice, this
FEC method is of limited use for digital transmission. Nevertheless, we shall
look at it briefly to introduce the subject of block codes and some of the
terms associated with coding theory. Clearly, a comprehensive description of
the subject of coding theory is beyond the scope of this book and hence the
aim here is simply to give a brief introduction. If you have an interest in
coding theory and would like to gain a more extensive coverage, consult
some of the references given in the bibliography at the end of the book.
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Recall that the term used in coding theory to describe the combined
message unit, comprising the useful data bits and the additional check bits, is
codeword. The minimum number of bit positions in which two valid code-
words differ is known as the Hamming distance of the code. For example,
consider a coding scheme that has seven data bits and a single parity bit per
codeword. Assuming even parity is being used, consecutive codewords in this
scheme are as follows:

0000000 0O
0000001 1
0600010 1
0000011 0O

We can see from this list that such a scheme has a Hamming distance of 2,
as each valid codeword differs in at least two bit positions. This means that it
does not detect 2-bit errors since the resulting (corrupted) bit pattern will be a
different but valid codeword. However, it does detect all single-bit errors since,
if a single bit in a codeword is corrupted, an invalid codeword will result.

In general, the errordetecting and error-correcting properties of a
coding scheme are both related to its Hamming distance. It can be shown
that to detect n errors, we must use a coding scheme with a Hamming dis-
tance of n + 1, while to correct for n errors, we must use a code with a
Hamming distance of 2n + 1.

The simplest error-correcting coding scheme is the Hamming single-bit
code. Such a code detects not only when a single-bit error is present in a
received codeword but also the position of the error. The corrected codeword
is derived by inverting the identified erroneous bit. This type of code is known
as a block code, since the original message to be transmitted is treated as a
single block (frame) during the encoding and subsequent decoding processes.
In general, with a block code, each block of & source digits is encoded to pro-
duce an ndigit block (n greater than #) of output digits. The encoder is said to
produce an (=, k) code. The ratio &/ n is known as the code rate or code effi-
ciency while the difference 1 - &/ is known as the redundancy.

To illustrate this, consider a Hamming code to detect and correct for
single-bit errors assuming each codeword contains a 7-bit data field - an
ASCII character, for example. Such a coding scheme requires four check bits
since, with this scheme, the check bits occupy all bit positions that are powers
of 2. This code is known as an (11, 7) block code with a rate of 7/11 and a
redundancy of 1 - 7/11. For example, the bit positions of the value 1001101
are as follows:

1110987654321
1 00x110x1xx
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The four bit positions marked ‘x’ are used for the check bits, which are
derived as follows. The 4-bit binary numbers corresponding to those bit posi-
tions with a binary 1 are added together using modulo-2 arithmetic and the
four check bits are the following 4-bit sum:

11=1011
7=0111
6=0110
$3=0011

=1001

The wransmitted codeword is thus:

1110987654321
1 00111001 01

Similarly, at the receiver, the 4-bit binary numbers corresponding to
those bit positions with a binary 1, including the check bits, are again added
together. If no errors have occurred, the modulo-2 sum is zero:

11=1011
8=1000
7=0111
6=0110
3=0011
1=0001
=0000

Now consider a single-bit error: say bit 11 is corrupted from 1 to 0. The
new modulo-2 sum is now:

8=1000
7=0111
6=0110
3=0011
1=0001

=1011

Firstly, the sum is nonzero, which indicates an error, and secondly, the modulo-2
sum, equivalent to decimal 11, indicates that bit 11 is the erroneous bit. The
latter is inverted to obtain the corrected codeword and hence data bits.
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B.3

It can also be shown that if two bit errors occur, the modulo-2 sum 1is
nonzero, thus indicating an error, but the positions of the errors cannot be
determined from the sum. The Hamming single-bit code can correct for
single-bit errors and detect two-bit errors but other multiple-bit errors cannot
be detected.

As we saw in Chapter 6, the main types of error in many data communica-
tion networks are error bursts rather than, say, isolated single or double-bit
errors. Hence, although the Hamming coding scheme in its basic form
appears to be inappropriate for use with such networks, a simple technique
called interleaving is often used to extend the application of such a scheme.

Consider, for example, a requirement to transmit a block of data, com-
prising a string of, say, eight ASCII characters, over a simplex channel that
has a high probability of an error burst of, say, seven bits, The controlling
device first converts each ASCIH character into its 11-bit codeword form to
give a block of eight 11-bit codewords. Then, instead of transmitting each
codeword separately, the controlling device transmits the contents of the
block of codewords a column at a time. Thus the eight, say, most significant
bits are transmitted first, then the eight next most significant bits and so on,
finishing with the eight least significant bits. The controlling device at the
receiver then performs the reverse operation, reassembling the transmitted
block in memory, prior to performing the detection and, if necessary, correc-
tion operation on each codeword. :

The effect of this approach is that if an error burst of up to seven bits
does occur, it affects only a single bit in each codeword rather than a string of
bits in one or two codewords. This means that, assuming just a single error
burst in the 88 bits transmitted, the receiver can determine a correct copy of
the transmitted block of characters.

Although the approach just outlined provides a way of extending the use-
fulness of this type of encoding scheme, Hamming codes are used mainly in
applications that have isolated single-bit errors; an example 1s in error-cor-
recting semiconductor memory systems. As we showed in Figure 11.18, the
preferred method of achieving FEC in most digital communication systems is
based on a combination of a Reed—-Solomon block code and a convolutional
coder. We shall now briefly describe the operation of convolutional coders.

Convolutional codes

Block codes are memoryless codes as each output codeword depends only on
the current kbit message block being encoded. In contrast, with a convolu-
tional code, the continuous stream of source bits is operated upon to
produce a continuous stream of output (encoded) bits. Because of the nature
of the encoding process, the sequence of source bits is said to be convolved
(by applying a specific binary operation on them) to produce the output bit
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sequence. Also, each bit in the output sequence is dependent not only on the
current bit being encoded but also on the previous sequence of source bits,
thus implying some form of memory. In practice, as we shall see, this takes
the form of a shift register of a finite length, known as the constraint length,
and the convolution (binary) operation is performed using one or more
modulo-2 adders (exclusive-OR gates).

Encoding

An example of a convolutional encoder is shown in Figure B.1(a). With this
encoder, the three-bit shift register provides the memory and the two
modulo-2 adders the convolution operation. For each bit in the input
sequence, two bits are output, one from each of the two modulo-2 adders.
The encoder shown is thus known as a rate 1/2(k/n) convolutional encoder
with a constraint length of 3.

Because of the memory associated with a convolutional encoder, we must
have a convenient means of determining the specific output bit sequence
generated for a given input sequence. Three technigues can be used, cach
based on a form of diagrammatic representation: a trce diagram, a state dia-
gram, and a trellis diagram. In practice, the last is the most frequently used
method because it is the most useful for demonstrating the decoding opera-
tion. However, before we can draw this, we must determine the outputs for
each possible input sequence using either the tree or state diagram.

As an example, Figure B.1(b) shows the tree diagram for the encoder in
Figure B.1(a). The branching points in the tree are known as nodes and the
tree shows the two possible branches at each node; the upper of the two
branches corresponds to a 0 input bit and the lower branch to a 1 bit. The
pair of output bits corresponding to the two possible branches at each node
are shown on the outside of each branch line.

As we can see, with a tree diagram the number of branches in the tree
doubles for each new input bit. However, the tree is repetitive after
the second branch level since, after this level, there are only four unique
branch nodes. These are known as states and are shown as A, B, C, and D in
the figure.

As we can see, from any one of these nodes the same pair of output bits
and new node state occurs, irrespective of the position of the node in the
tree. For example, from any node C the same pair of branch alternatives
occur: 10 output and new state A for a 0 input, or 01 output and new state B
foral input.

Once we have identified the states for the encoder using the tree dia-
gram, we can draw the trellis diagram. As an example, the trellis diagram for
the same encoder is shown in Figure B.2(b). As we can see, after the second
branch level, the repetitive nature of the tree diagram is exploited by repre-
senting all the possible encoder outputs in a more reduced form.
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The trellis diagram shows the outputs that result from this encoder for all
possible input bit sequences. Then, for a specific input sequence, a single
path through the trellis — and hence sequence of output bits - results. As an
example, Figure B.2(c) shows the path through the trellis, and hence the
output sequence, corresponding to the input sequence 110101...

Initially, we assume that the shift register is cleared, that is, it 1s set to all
0s. After the first bit in the input sequence has been shifted {(entered) into
the shift register, its contents are 001. The outputs from the two modulo-2
adders are 0 + 1 = 1 (adder 1) and 0 + 1 = 1 (adder 2). Thus, the first two
output bits are 11 and these are output before the next input bit is entered
into the shift register. Since the input bit was a 1, the lower branch path on
the trellis diagram is followed and the output is 11, as derived.

After the second input bit has been entered, the shift register contains
011. The two adder outputs are 0 + 1 =1 (adder 1) and 1 + 1 = 0 (adder 2).
Thus, the two output bits are 10 and again these are output before the next
input bit is processed. Again, since the input bit was a 1, the lower branch on
the trellis diagram is followed and the output is 10, as derived. Continuing,
the third input bit makes the shift register contents 110 and hence the two
output bits are 11; 1 + 0 =1 (adder 1) and 1 + 0 =1 (adder 2). Also, since the
input bit was a 0, the upper branch path on the trellis diagram is followed.
This process then continues.

Decoding

The aim of the decoder is to determine the most likely output sequence, given
a received bitstream (which may have errors) and a knowledge of the
encoder used at the source. The decoding procedure is equivalent to com-
paring the received sequence with all the possible sequences that may be
obtained with the respective encoder and then selecting the sequence that is
closest to the received sequence. Recall that the Hamming distance between
iwo codewards is the number of bits that differ between them. Therefore,
when selecting the sequence that is closest to the received sequence, the
Hamming distance between the received sequence and each of the possible
sequences is computed, and the one with the least distance is selected.
Clearly, in the limit this necessitates comparing the complete received
sequence with all the possible sequences, and hence paths through the wrellis.
This is impractical in most cases and hence we must compromise.

Essentially, a running count is maintained of the distance between the
actual received sequence and each possible sequence but, at each node in the
trellis, only a single path is retained. There are always two paths merging at
each node and the path selected is the one with the minimum Hamming dis-
tance, the other is simply terminated. The retained paths are known as
survivor paths and the final path selected is the one with a continuous path
through the trellis with a2 minimum aggregate Hamming distance. This proce-
dure is known as the Viterbi algorithm. The decoder, which aims to find the
most likely path corresponding to the received sequence, is known as a
maximum-likelihood decoder. Example B.1 describes the Viterbi algorithm.
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Example B.1
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B.1 Continued

Finally, note that no FEC method can identify all errors. In general, codes
like the convolutional code are used primarily to reduce the error probability
(bit error rate) of a link to a more acceptable level. A typical reduction with a
rate 1/2 convolutional coder is between 102 and 103, Hence when used with
a Reed-Solomon (block) coder, the number of residual bit errors after the
block decoding process is reduced to a level that is acceptable for most enter-
tainment applications involving audio and video streams.



B.3 Convolutional codes | 1029

(a)
Input sequence: 1 0 0 1 1 1 0
Encoded sequence: [ 01 10 11 10 00 11
M 00 00 00 0C co 00 00
Y G Z7 Y Y Y 7
3 —=e RS L o &) o
0, ) > S oy o)
9 9 % % 9
c—>t f LY e X X X \¢
N 0N N 0N -\'\
b ! N 00 00 00 00 00
(b) i1 01 20 1 11 Q0 1
2 3 3 3 5 3 5
A —=
o > ~ “ ™ ® )
S / J J 7
B —=8
o N 9 ! 9
7 < < g v
C —me ] o B 9 0 B 9
s =~ -~ \ \d
2 4 4 2 4
D —me )
0 1 2 3 4 5 b 7
Continvous paths: A B C A B C B D
ABCABDDC
ABCBCAAA
ABCBCAAEB

Figure B.3 Convolutional decoder output derivation: (a) actual decoder output; (h) derived
survivor paths.



hibliography and further reading

1030
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carrier-sense multiple-access with collision
detection (CSMA/CD) 475, 479

CD-digital audio (CD-DA) 115

CD-<quality audio 115

cell delay variation (CTV) 688

cell loss priority (CLP) 673

cell toss ratio (CLR) 688

cell rate 688

cell transfer delay (CTD) 688

cell-switching networks 61, 669

cethular phone networks 26

certification authority (CA) 890-1, 1003

chaining in data encryption 876-9

channel associated signalling (CAS) 453-459

character stuffing 340

character synchronization 313, 336-38, 346

character-oriented transmission 346-8

charge-coupled devices (CCD) 107, 109

chrominance 121-122

circuit mode 26, 56-8, 270-78

circuit-switched networks 57, 400-473

classical IP over ATM (IPOA) 701-02

classless inter-domain routing 605-7

clip-art 96

coaxial cable 315-6



coded orthogonal frequency division
multiplexing (COFDM) 773-5
code-excited linear predictive coding (CELP) in
audio compression 203—4
codewords 24, 79, 352
collision detection 477, 535-38
color lock-up table 105
color-fill 98
command frames in HDLC protocol 387
command reject in HDLC protocol 391
common channel signalling (CCS) 461
system number 7 {$87) 461
components and terminology 463-5
protocol architecture 465-6
common gateway interface {CGI) 294
scripts 980-82
common intermediate format (CIF) 130-1
common-mode rejection 422
communication modes 54-6
communication protocols 28, 262
community antenna television (CATV) networks
732
complex baseband signal 124
composite video signal 122
composition and rendering block in MPEG—4
250
compression 25, 138
characteristic 112
principiles 139-45
see also under audio; images; text; video
compressor for PCM speech 112
computer animation 133
computer telephony integration (CTI) 37
computer-supported cooperative working
(CSCw) 41
concatenation 440
conditional access table (CAT) 305
configuration BPDU 506
congestion control in TCP 815-9
connection store 443
connectionless network interface protocol
(CLNIP) 726
connectionless packet mode 58
connectionless server 691
connection-oriented packet mode 58
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consolidated link layer management (CLIM)
555

constant bit rate (CBR) 54, 681, 687

Consultative Committee for International
Radiocommunication (CCIR) 105, 125

content-based functionalities in MPEG-4 246

continental backbone network 583

continuous RQ protocol 364-70

Go-back-N 369-70
selective repeat 367-9

continuous-presence mode MCLU 63

convergence sublayer in broadband ATM
networks 681, 682

convergence sublayer in LANs 544

core backbone network 583

country domains 899

customer interface equipment (CIE) 554

customer network interface units 703

cyclic redundancy check (CRC) error detection
354-6, 1015-8

cypher feedback mode (CFM) 878

daemons 962
data blocks 24
data circuit-terminating equipment (DCE) 414
data encryption 867-83
basic techniques 869-72
IDEA 879-80
RSA algorithm 881-83
standard for (DES) 870, 872-9
terminology 862-3
Data link connection identifier (DLCI) 554
data networks 28-30 :
datagrams in internet protocol 566, 568-71,
640-43
datalink escape (DLE) 340
delay distortion 330-31
delay variation (jitter) 60
delta switch matrix 675-6
demodulators in PSTN modems 409
designated bridge 507
designated port 507, 509
destination decoders 139
D-frames in video compression 219
dial contradirectional buses 703
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dial-in/dial-out mode MCUJ 63
differential encoding 143, 180-81
differential line driver and receiver circuits 422
differential Manchester encoding 341-46
differential PSK410
differential pulse code modulation (DPCM)
196-9
digital broadcast satellites (DBS) 786
digital cameras 107-110
digital communications 309-399
digital phase-lock-loop (DPLL) 341, 344
digital scanners 107-10
digital subscriber lines (DSL) 32, 778-84
basic rate interface 420-427
in circuit-switched nemworks 401, 420-430
primary rate interface 427-30
digital subscriber signalling number one (DSS1)
circuit 453
digital switching units in circuit-switched
networks 466-8
digital television 766-70, 772-7
channel interface 767-9
digital video, representation of 124-132
digital video broadcast (DVB) standard 245
digital video broadcasting-satellites (DVB-S) 786
digital-to-analog converter (DAC) 89
digitization formats 103-10, 230
digitization principles 80-89
analog signals 80-82
decoder design 88-9
encoder design 82-7
digitized documents 99100
digitized pictures 100-119, 172
directives in HTML. 95
discard elegibility (DE) bit 555
disconnect frame 385
discrete cosine transform (DCT) 144
forward 174-7
discrete Fourier transform (DFT) 208
distance vector multicast routing protocol
{DVMRP) 619-20
distance vector routing algorithm 589-91
distortion 84
distributed queue dual bus (DQDB) 703
documents, digitized 99-100

- Dolby audio coders 212-5

domain name server (DNS) 285, 288, 9023
domain name system 897-908
name structure and administration 847-900
query messages 902
resource records 900-902
service requests 902-7
iterative name resolution 906
local name resolution 904-5
pointer queries 906-8
recursive name resolution 904, 905-6
dual attach station (DAS) 519
dual-tone multifrequency (DTMF) keying 406
dynamic host configuration protocol (DHCP)
654
dynamic Huffman coding 146, 152-6
dynamic range of a signal 87

EIA-232D interface standard in PSTN 414-21
elastic (variable) buffer in token ring 489
electronic commerce 293-5
electronic mail (e-mail) 28, 39-40, 908-925
communication standards for 286-90
gateways 289-90
message content 912-31
message structure 909-12
message transfer 921-925
elementary stream descriptor (ESD) in MPEG4
250
elementary stream (ES) in MPEG-4 249
empty leaf node 153
encapsulating security payload in IPv6 652-6
encryption
in IPv6 653
see also data encryption
end-of-line (EQL) code 168
end-ofsstream (EOS) codes 535
end-to-end significance of communications 264
enhanced excitation (LCP) models 203
enterprise networks 474-563
enterprise-wide private network 30
entertainment applications 49-52, 74-5, 297-305
entropy encoding 140-43
error control protocol 359, 807-12
error correcting part (ECP) in modems 449



error detection 349-58
error resilience 231-37
independent segment decoding 234
reference picture selection 234-37
tracking 232-34
ethernet networks 476-84
CSMA/CD 476-81
frame format 483-83
frame transmission 483-4
see also fast ethernet
even parity 350, 351
event control block (ECB) 375
exchange identification (XID) frames 452
expander for PCM speech 112
expedited forwarding in QoS support 636
extended event-state tables 377
extension headers in IPvb 648-54
extension mode in image compression 170
external viewer 292
eye diagrams 330-31

facsimile 38, 99
fast ethernet 476, 531-38

100BaseX 538

collision detection 535-38

DC balance 535

end-of-frame sequence 535

line code 532-34

see also switched fast ethernet
fast packetswitching networks 61, 669
Feistel cypher 874
fiber-to-the-home (FTTH) 301
fiber-to-the-kurb (FTTK) 301
Fibre Distributed Data Interchange (FDDI) 475

516531

network configuration 518-30

performance 528-30

physical interface 520-525

timed token rotation protocol 525-27
fibre-to-the-building (FTTB) networks 779
fibre-to-the-home (FTTH) networks 779
fibre-to-the-kerb/curb (FTTK/C) networks 779
file ransfer access management (FTAM) 859
file transfer protocol (FTP) 292, 925-31

command and reply message format 927-30
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file content representation 925-6
operation 926-7
see also trivial file transfer protocol
finite state machines 376
firewalls 295
first-in, first-out (FIFQ) buffer 228
flat ribbon cable 313, 315
FlexMux layer in MPEG-4 250
flicker 103
flooding as routing algorithm 588-9
flow control protocol 371, 812-5
flow label in IPv6 641-42
FM synthesis 118
formatter in video compression 223
forward adaptive bit allocation in Dolby audio
coders 212
forward error control 1019-1029
block codes 1019-1029
convolutional codes 1022-6
decoding 1026
encoding 1023-6
forward explicit congestion notification (FECN)
555
4 of 5 group code 522
Fourier analysis 80, 326
fragments in internet transmission 566, 571-73
frame alignment signal (FAS) 428
frame building 187-9
frame bursting 542
frame check sequence {FCS) 355
frame decoding 189
frame format and types in HDLC protocol 386
frame refresh rate 103
frame reject in HDLC protocol 391
frame relay adapter (FRA) 555
frame store memory 442
frame synchronization 313, 338-40
frame types in video compression 216-9
H.263 standard 230-1
freeform objects 96
frequency division multiplexing (FDM) 733
frequency masking in perceptual coding in
audio compression 205-6
frequency shift keying (FSK) 41¢
frequency subbands in MPEG audio coders 208
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gateway location protocol (GLP) 935-936-41 DC balance 535
gateways 30, 295, 564, 599, 939 end-offrame sequence 535

for e-mail 288-90 line code 532-34
general switched telephone networks (GSTNs) 24 gigabit ethernet 542
generic cell rate algorithm (GCRA) 688 see also switched fast ethernet
generic domains 898 home page 48, 95
generic flow control (GFC) 672 hop limit in IPv6 642
geostationary satellites 318 hop-by-hop options in IPv6 648-9
gigabit ethernet 542 hop-by-hop routing 587 ‘
global color table 163 horizontal mode image compression 170
gopher protocol 293, 959, host identifier (hostid) 566
graphical interchange format (GIF) 99, 1634 Huffman coding 166, 183-7
graphics, representation of 96-9 code tree 147
graphics accelerator 134 dynamic 146, 1526
group address table {(GAT) 617 static 146-52
group of pictures 217, 218, 241 Huffman encoding algorithm 142

hunt mode 346, 347
H.221 communication standard 274 hybrid fibre coax (HFC) networks 736-59
H.223 communication standard 275 cable intranets 757-9
H.242 communication standard 273 cable MAC 7434
H.310 communication standard 277-8 configuration and management 741-43
H.320 communication standard 272-4, 277 DS TC sublayer 754-5
H.321 communication standard 277-8 DS/US PMD sublayers 755-7
H.322 communication standard 278 fragmentation 751-52 -
H.323 communication standard 278-84 frame formats 748-50
H.324 communication standard 274-7 frame transmission 747-8
H.261 video compression standard 225-9 multiaccess operation 739-41
H.263 video compression standard 229-37 piggyback requests 752
half-duplex communication mode 55 protocol stack 741
half-pixel resolution 222 QoS support 753-4
Hamming distance 352 ranging 744-7
Hamming weight in MPEG-4 252 request/data region 752-3
header error checksum (HEC) 673 time synchronization 744
helper application 292 hybrid mode multipoint conferencing 61
hierarchical routing algorithm 599-604 hyperlinks 46, 93, 892
high density bipolar 3 (HDB3) code 430 hypermedia 48, 96
high-definition television (HDTV) 129, 215, 245  hypertext 48, 93-6
high-level data link control (HDLC) protocol Hypertext Mark-up Language (HTML) 48, 95,
385-93 956, 966-86

flow control procedure 392 color 972-3

frame format and types 386 forms 978-81
high-speed local area networks 531-42 frames 983-6

fast ethernet 476, 531-38 images 973-5

100BaseX 538 lines 976

collision detection 535-38 lists 970-72



scripts 980-82
tables 977-8
text format directives 967-70
web mail 983
Hypertext Transfer Protocol (HTTP) 292, 956,
960-66
conditional GET 9646
message formats 9624

idle repeat request {RQ) protocol 359-64
IEEE802.3 networks 476-84, 543
CSMA/CD 476-81
frame format 481-83
frame transmission 483-4
image builder 189
image sensor 107
images
compression of 162-90
digitized documents 99-100
digitized pictures 172
graphical interchange format 163-4
IPEG 172-90
tagged image file format 164-5
representation of 96-110
impedance of transmission line 422
information frames 338
in-phase carrier 412
integrated services digital networks (ISDN) 3¢,
32-33
digital access circuits 452-7
maultisite LAN interconnections 551-53
interactive applications over internet 46-8,
74-5, 290-97
interactive television services 32, 51-52, 770-71,
778
communication standards for 303-5
interexchange carriers (IXCs) 401
intermediate systems on internet 295-6
internal network standards 264
International Data Encryption Algorithm
(IDEA) 879-80
international gateway exchanges (IGEs) 26
International Telecommunications Union
(ITU) 125
internet 28, 564, 667
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applications 896-954
interactive applications over 46-8, 74-5
mail, communication standards for 286-8
Internet address 566
Internet assigned numbers authority (IANA}
576
Internet backbone network 30
internet control message protocol (ICMP) 568,
625-9
message formats and transmission 629
message types and use 626
Internet Engineering Task Force (IETF) 284-6,
701
internet group management protocol (IGMP)
568, 6224
Internet Network Information Centre
(InterNIC) 566
internet package exchange (IPX) 549
Internet Protocol (IP) 37, 565
addresses 573-8
communication standards 265-7, 280
datagrams 566, 568-71
subnets 576-8
TCP/IP suite 7924
version 4 {IPv4) 639
version 6 (IPv6) 639-55
interoperability with [Pv4 655-60
Internet service provider (ISP) network 30
interpersonal communications 3546, 74-5
communication standards for 268-9¢
interpolation frames 216
mterrupts 377
intersymbol interference 330
interworking using H.323 gateways 2834
intracoded frames 216
intranet 30
inverse multiplier in ISDN 552

Java
basics 997
communication standards for 296-7
on World Wide Web 956, 993-100
Javascript
communication standards for 296-7
on World Wide Web 997-1000
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forms and event handling 999-1000
objects 997-9
Joint Photographic Experts Group (JPEG) 172
image compression 172-90
decoding 189-90
entropy encoding 179-187
forward DCT 174-7
frame building 187-9
image/block preparation 1734
quantization 177-9
justification bits 432

Kerberos 886
key distribution server 886

laser dicde (LLD) 316
latency in FDDI 524
layer managerment 941
layered architecwure 264, 373-6
leaf nodes 147, 153
legacy LANs 476
Lempel-Ziv coding algorithm 146, 158-9
Lempel-Ziv-Welsh coding 159-62
light-emitting diodes (LEDs) 316
limited broadcast address 610
line noise 331
line overhead 439
line termination equipment (LTE) 438
line termination unit {(LTU) 404
linear predictive coding (LPC} 201-03
link access procedure D-channel (LAPD) 385,
453
link access procedure for medems (LAPM) 449
link control protocol (LCP) 638
link management 383
link receive list in continuous R(} 365
link-state routing algorithm 592
}ocal area networks (LANs) 30
in broadband ATM networks 689-02
call processing 695-02
emulation 669, 697-01
schematic 690
in enterprise networks 475-6
protocols 543-9
LLC sublayer 543, 545-9

MAC sublayer 545

network layer 549

physical layer 544-5
local color table 163
local exchange carriers (LXCs) 401
local multipoint distribution system (LMDS) 759
location servers 940
logical channels 275
logical link control (LLC) 385

sublayer protocol 543, 545-9

longitudinal (column) parity 352
loopback address 575
looped bus topology 703
losstess compression algorithm 13940
lossy compression algorithm 139-40, 173
low-pass filters 89
luminance 121

macroblocks in video compression 131, 224-5
main profile at main level (MP@ML) in MPEG
standards 243-5
make-up codes table 166, 167
management agent 942
management information base (MIB) 943
Manchester encoding 341-46
mark-up languages 95
maximum access delay 528
maximum obtainable throughput 528
maximum segment size in TCP 795
maximum transmission unit (MTU) 483, 566
mean packet error rate (PER) 66-7
mean packet transfer delay 60
mean packet transfer rate 66
media types 534, 71-72
media-independent interface (MII) 544
medium access control {MAC) sublayer 375,
475, 482
frame types 499, 50
in HFCs 7434
in MANs 707-9
protocol 545
message store in email 287
message transfer agent (MTA) 287, 907
metropolitan area networks (MANs) 703-724
bandwidth balancing 712-5



prioritized distributed queuing 715-7
protocol architecture 707-19
queued arbitrated access protocol 710-12
slot and segment formats 718-9
SMDS 720-724
subnetwork architectures 705-7
microwaves 318
minimum latency time in token ring 489
mobile switching centres 26
modem 28, 303
modified-modified READ (MMR) coding 168,
171
modulated transmission 31¢, 311
modulators in PSTN modems 409
mosaic characters 91
motion boundary marker (MBM) in MPEG-4
253
motion compensation in JPEG 216
motion estimation in JPEG 216
Motion Picture Experts Group (MPEG), video
compression
coders 207-11
MPEG-1 237, 238-42
MPEG-2 237, 242-5
MPEG-4 238, 246-54
audio/video compression 248
error resilience 251-53
reversible VLCs 2534
scene composition 246-8
transmission format 248-51
standards 237-38
motion vector in video compression 221
movie-on-demand 49-51, 298-303
moving JPEG 216
multibridge port 502
maulticast address table (MAT) 615
multicast backbone (M-bone) network 624-5
multicast open shortest path first (MOSPF) 620
multicast routing algorithm 615-21
multicasting 21, 618-19
multichannel multipoint distribution system
(MMDS) 759
multicore cable 314, 315
multimedia communication standards 261-308
multimedia information representation 24-5
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multimedia mail 45-6
multimedia networks 25-35
multimedia personal computer 24
multimode graded index optical fibre cable 318
multimode stepped index optical fibre cable 317
multipath dispersion 773
multiple access (MA) mode 476
multiple sub-Nyquist sampling encoding
{MUSE) standard 245
multiple-frequency network (MFN) 773
multiplex protocol data unit (M-PDU) 275
multiplex table 275, 276
multipoint communications service (MCS) 271
multipoint conferencing 43, 61-63, 277
multipoint control unit (MCU) 43, 63
multipoint controller 63
multipoint processor 63
multiprotocol router 608
multipurpose internet mail extensions (MIME)
289, 912
encryption 919-21
headers 913-5
transfer encoding 915-9
multisite interconnections in local area networks
549-58
frame relay 554-7
high bit rate leased lines 557-8
intersite gateways 550-1
ISDN swirched connections 551-53
Music Instrument Digital Interface (MIDI) 117-8

Nagle algorithm 806, 807

name management 941

narrowband-ISDN 33

Nationat Television Standards Committee
(NTSC) 105

near movie-on-demand 51

near-end crosstalk (NEXT) 333

negative acknowledhement (NACK) frame 360

negative compression ratio 168

neighbour acquisition and termination 602

net-directed broadcast address 610

network address translator {NAT) 658

network identifier {netid) 566

network interface standards 264
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network management (NM) agent 440
network management station 692
network news transfer protocol (NNTP) 293
network Quality of Service parameters 63-7
circuit-switched network 64-5
packet-switched network 65-7
network terminating unit (NTU) 420
network virtual terminal (NTV) ASCII 912
networking environment standards 264
networks
in broadcast television 30-32
security 294
types of 56-61, 72-4
next-hop routing 587
noise 610, 314, 331-33
nonrepudiation 883-5
non-return-to-zero signals 327
non-return-to-zero-inverted (NRZI) signal 343
normal response mode in HDLC protocol 388
Nyquist sampling theorem 82, 329-30

object descriptors in MPEG4 246

odd parity 350, 351

100BaseX standards in fast ethernet 538
one-dimensional coding 168

open bus topology 703

open shortest path first (OSPF) protocol 568
open systems interconnection 29

optical fibre cabie 316-8

optical network {termination) unit {ONU) 780
optical signal 434

optimality principle in routing 587

origin server 965

orthogonal sampling 126

out-of-band signalling 420

output interface controller 301
overscanning 166

packet fillering 295

packet mode 30, 58-2

packetization delay 69

packetized elementary streams (PES) 299

packetized elementary streams {PESs) in MPEG-
4 248

packetswitched networks 58, 278-86

packet-switching exchanges (PSEs) 58
pair-gain systems 408
PAL color standard 105
parallel-in, serial-out (PISO) shift register 375
parity error detection 350-52
pass mode in image compression 170
patch panels in FDDI 526
path MTU discovery 627
path termination equipment (PTE) 438
payload 282, 566
payload type indicator (PTI) 673
PC video, representation of 132
pels (pixels) 96, 100
perceptual coding 204-7
frequency masking 205-6
sensitivity of ear 205
temporal masking 206-7
performance management 941
permanent multicast group addresses 576
permutations in data encryption 870
phase shift keying (PSK) 410
phase-coherent PSK 410
photo transistor 316
picture elements 24
pictures, digitized 100-110
aspect ratio 105-7
color 100-101
digital cameras and scanners 107-10
pixel depth 104-5
raster scan 101-04
piggyback acknowledgement in HDLC protocol
388, 390
pipelining 702
pixel depth 104-5
pixels 96, 100
plesiochronous digital hierarchy 404, 430-34
point-to-point link layer protocol 637-39
polarized duplex cable in FDDI 519
poll/final bit in HDLC protocol 387
portals 1006, 1008-9
post office protocol, version 3 (POP3) 287, 909
prediction error 221
prediction span 218
predictive frames 216
predictor coefficients in DPCM 198



prefix property of text 141, 150
primary multiplex group 432
primary rate access (PRA) 32
primary rate interface (PRI) in DSL 427-30
private branch exchange (PBX)
private key encryption 294, 881-83, 886-9
product cyphers 870-72
profiles in MPEG-2 242-3
program allocation table (PAT) 305
program map table (PMT) 305
program stream (PS) 303
progressive scanning 102
protection against wrapped sequence numbers
(PAWS) algorithm in TCP 833
protocol connection identifier (PClI) 670
protocol control information (PCI) 268
protocol data unit (PDU) 268
protocol entity 376
protocol stack in TCP/IP reference model 265
288
protocols
in digital communications 358-85
continuous RQ) 364-70
error control 359
flow control 370
idle RQ 359-64
layered architecture 373-6
sequence numbers 370-73
specification 376-81
user service primitives 381-85
for multimedia communication 267-8
proxy ARP 580
proxy mode 699
proxy servers 295
pseudoternary signals 424
public key certification authorities 890-1
public key encryption 272, 859-61, 885-6
public switched telephone networks (PSTNs) 24
high-speed access technologies 778-84
ADSL 779-84
VDSL 784
modems in circuit-switched networks 408-20
multilevel modulation 411-14
principles 410-11
V.24/EIA-232D interface standard 414-20
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pulse code modulation (PCM) 112-5, 195
in signalling systems 457-9

Q.931 communication standard 273
guadrature amplitude modulation (QAM) 412
quadrature carrier 412
quadrature PSK 412
Quality of Service (Qo8)
application parameters 67-70
differentiated services 635-36
in HFC networks 7534
integrated services 630-35
network parameters 63-7
quantization, in image compression 177-9
quantization error 86
quantization intervals 85-7
quantization noise 86-7
quantization table 177
quantizer 82
quarter common intermediate format (QCIF)
131-32
queued arbitrated access protocol in MANs
710-12
queued-packet distributed-switch (QPSX) 710

radio 320-21
random access memory (RAM) 104
random early detection in QoS support 632-33
raster scan 101-04
readout register 109
realtime media 54
real-time transport control protocol (RTCP)
280, 845-6
real-time transport protocol (RTP) 280, 842-F
real-world streaming protocol (RTSP) 988
receive window in flow control protocol 371
recovery filter 89
reference frames in video compression 221
reference models for multimedia
communication standards 2628

protocol basics 267-8

TCP/IP 265--7
relative element address designate (READ} 168
reliable service in networks 65, 267
remote concentrator unit (RCU) 407, 689
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remote switching unit (RSU) 408
rendering of objects 98
repeater hub 480
repeaters 325, 475, 478
residual signal 197
resource access service (RAS) protocol 282
resource reservation protocol in QoS support
633-35
response frames in HDLC protocol 387
retransmission ambiguity problem in TCP 811
retransmission list in continuous RQ 364, 367
retransmission timeout (RTO) interval in TCP
810
return-to-zero signals 327
reverse address resolution protocol (RARP) 567,
580-1
formats and transmission 581-83
reversible variable length codewords (RVLCs)
253-4
robots 984, 1007-8
root bridge 506
root domains 898
root nodes 147
root path cost (RPC) 507
round-trip delay (RTD) 54, 322
routers 30, 60, 564, 586
routing algorithms 583-625
broadcast routing 609-15
classless inter-domain routing 605-07
distance vector routing 589-91
flooding 588-9
hierarchical routing 599-604
internet group management protocol 6224
link-state shortest-path-first routing 592-9
M-bone 625-5
multicast routing 615-21
static routing 5868
tunneling 608-9
routing in IPvb 650-51
routing information protocol (RIP) 591
routing table 58
routing tag 676
RSA algorithm 881-83
run-length encoding 140-41, 182-3

SACK-permitted option in TCP 832
sample-and-hold circuit 82
sampling 80, 82-5
satellites 318-9
antenna design 7635
frequency allocations 762
GEO positioning 762
networks 31, 759-71
principles 761-66
transponder subsystem 765-6
scanning sequence in broadcast television 119
scene descriptors in MPEG-4 247
search engines 1006-8
SECAM color standard 105
section overhead 439
section termination equipment (STE) 437
secure electronic transactions (SET) 1004-5
secure hash algorithm (SHA) 885
secure socket layer (SSL) 1000-03
security 867
on World Wide Web 1000-05
security management 941
segmentation and reassembly sublayer in
broadband ATM neworks 681, 682
self crosstalk 333
self-routing networks 676
send window in flow control protocol 371
send-and-wait 361
sequence numbers in digital communications
370-73
service access point identifier (SAPI) 453
service access point (SAP) in broadband ATM
networks 681, 682
service classes 69-70
service identifer (SID) 743, 753
session description protocol (SDP) 285, 935, 939
session initiation protocol (SIP} 285, 935-39
set-top box 24
Shannon-Hartley law 332
shielded twisted-pair lines (STPs) 314
shift-in, parallel-out (SIPO) shift register 335
shortest-path-first routing algorithm 592-9
signal attenuation 310
signal decoder design 780, 88-9
signal distortion 310



signal encoder design 80, 82-7
quantization intervals 85-7
sampling rate 82-5
signal impairment, sources 324-33
attenuation 325-6
delay distortion 330-31
limited bandwidth 326-30
noise 331-33
signal propagation delay 321-322
signal reflections 422
signalling AAL 686
signalling control point (SCP) 691
signalling data link 465
signalling gateway (SGW) 939
signalling link 465
signalling messages 57, 691
signalling network 465
signalling points in 857 464
signalling rate 325
signalling systems in circuit-switched networks
403-4, 448-68
access network signalling 449-61
trunk network signalling 461-68
signalling virtual channel connection (SVCC) 691
signal-to-mask ratios in MPEG audio coders 208
signal-to-noise ratio (SNR} 332
silly window syndrome in TCP 825-7, 828
simple and efficient adaptation layer 686
simple mail transfer protocol (SMPT) 287, 909
simple network management protocol (SNMP)
897, 541-49
structure of 943-7
version 24, 949
simple raster graphics package (SRGP) 99
simplex communication mode 54
simultaneous open in TCP 804, 805
single attach station (SAS) 519
single-frequency network (SFN) 773
single-pixel resolution 221
single-route broadcost frame 513
site backbone in FDDI 518
skin effect 315
sliding window in flow control protocol 371
slot time 478
socket primitives 795-7, 839

Index (1053

source encoders/encoding 139, 143-5
source intermediate format (SIF) 129
source routing bridges in LANs 500, 511-16
routing algorithm 5124
space switching in circuit-switched networks 441,
443-6
space-division switch 675
spanning tree algorithm
in broadcast routing 613-5
in transparent bridges 504, 506-7
spatial frequency 144
speech, communication standards 36-38, 41-45
spiders 1006, 1007-8
stacking station in token ring 494
Standard Generalized Mark-up Language
(SGML) 95
startup delay 67
state transition diagrams 377
state variables 377
stateless protocol 292
static coding 146
static Huffman coding 146-52
static routing algorithm 586-8
station coupling unit (SCU} in token ring 487
statistical encoding 14142
stop-and-wait 361
store-and-forward 60
streaming 54
on World Wide Web 987-93
subband coding in ADPCM 199
subband sampling in MPEG audio coders 208
subnet access protocol (SNAP) in LANs 546-7
subnet router 599
subnet-directed broadcast address 610
subrate multiplexing 557
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subtractive color mixing 100-01
super video graphics array (SVGA) 105
supervisory frames 385
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flow control 54041
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switch architecture 539-40
switched multimegabit data service (SMDS)
720-724
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networks 404, 434-40
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synchronous modem 416
synchronous optical network (SONET) 404, 434
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bit synchrenization 340-46
bit-oriented 348-9
character-oriented 346-8
synchronous transport module level 1 (STM-1)
434
synchronous transport signal (STS) 434
synthesis filters in MPEG audio coders 210
synthesized audio, representation of 115-8

T.120 communication standard 273
tagged image file format (TIFF) 99, 110, 164-5
tagging 858
tags in HTML 95, 966
target frames in video compression 221
target token rotation time (TTRT) 525
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telephony
gateway 37
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unformatted 89-91
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time sequence diagram 383
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time-division switch 674, 675
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frame formats 489-91
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833
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protocol specification 833-36
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silly window syndrome 825-7, 828
TCP/IP suite 7924
time stamp option 830-32
user services 795-9
window scale option 827-30
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transimission media 313-323
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trivial file transfer protocol (TFTP) 742, 925,
931-35
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trunk coupling unit (TCU) in token ring 487
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networks 461-68

tunneling 608-9, 656-8
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two-dimensional coding 168, 170

two-wire open lines 314, 315

U-interface 424

undersampling 84

Uniform Resource Identifiers (URI) 960

Uniform Resource Locator (URL) 48, 95, 292,
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user agent client 935
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user datagram protocol (UDP) 280, 288, 791,
83642
protocol operation 84042
user services 8§38-40
user interface part (UIP) in modems 449
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communications 381-85

V.24 interface standard in PSTN 414-20
variable bit rate (VBR) 54, 681, 687
variable length codewords (VLCs) 253
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vertical amide in image compression 170
very high-speed subscriber line (VDSL) 784
very small aperture terminals (VSATs) 319
video
communication standards 41-45
compression of 215-254
frame type 216-9

" mplementation 223-5
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220-222
performance 225
principles 216-225
H.320 communication standard 273
H.323 communication standard 280
H.324 communication standard 274
representation of 118-134
broadcast television 119-124
content 133-34
digital 124-32
PC 132
on World Wide Web 987-93
video capture board 133
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video graphics array (VGA) 97, 105
video object planes (VOPs) in MPEG-4 247
video packets in MPEG-4 251
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videoconferencing 41-45

video-on-demand 49-51

Videotext 91

virtual channel identifier (VCI) 670, 673

virtual circuit identifier (VCI) 58

virtual circuit (VC) 58

virtual connection (VCs) 58, 691

virtual container (VC) in circuit-switched
networks 436

virtual machine 297

virtual path identifier (VPI) 670, 672

virtual private network (VPN) 558

Viterbi algorithm 1026-8

voice over [P- 23

voice-activated switching mode MCU 63
voice-mail 37, 45

wavelet synthesis 118
weighted fair queuing in QoS support 632
whiteboards 41
wide area ATM networks 724-6
window scale option in TCP 827-30
wiring concentrators in FDDI 520
World Wide Web 46, 955-114
operation of 1006--9
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